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 Misclassification Errors and the Underestimation

 of the US Unemployment Ratef

 By Shuaizhang Feng and Yingyao Hu*

 The unemployment rate is among the most important and carefully-watched
 economic indicators in modern society, and often takes center stage in discussions
 of economic policy. However, there is considerable disagreement over the precise
 definition and measurement of unemployment, hence the other two labor force sta
 tuses: "employed" and "not-in-labor-force."1 In the United States, the Bureau of
 Labor Statistics (BLS) reports six alternative measures of unemployment (U1-U6),
 including the official unemployment rate (U3) which is based on the International
 Labor Organization (ILO) 's definition.2 Due to the intrinsic difficulties in classify
 ing some groups of people, such as marginally-attached workers and involuntary
 part-time workers, into the three distinct labor force statuses, the US official unem
 ployment rate is potentially subject to measurement error.

 In this paper, we take a latent variables approach and view the reported labor
 force statuses as functions of the underlying unobserved true labor force statuses.
 We then impose a structure on the misclassification process and the dynamics of the
 underlying latent labor force statuses. Using recent results in the measurement error
 literature, we show that the official US unemployment rate substantially underes
 timates the true level of unemployment. During the period from January 1996 to
 August 2011, our corrected unemployment rates are higher than the corresponding
 official figures by 2.1 percentage points on average. In terms of the monthly differ
 ences, the corrected rates are from 1 to 4.4 percentage points higher than the official
 rates, and are more sensitive to changes in the business cycles.

 Official unemployment statistics in the United States are based on the Current
 Population Survey (CPS) conducted by the Census Bureau. The CPS interviews
 around 60,000 households each month to collect basic demographic and labor force
 status information. Based on the answers to survey questions on job-related activities,
 the CPS records each individual's labor force status as "employed," "unemployed,"
 or "not-in-labor-force." The misclassification among the three possible values of the

 *Feng: School of Economics, Shanghai University of Finance and Economics, 715 Economics Building, 111
 WuchuanRoad, Shanghai 200433, China and Department of Economics, Chinese University of Hong Kong (e-mail:
 shuaizhang.feng@gmail.com); Hu: Department of Economics, Johns Hopkins University, 440 Mergenthaler Hall,
 3400 N. Charles Street, Baltimore, MD 21218 (e-mail: yhu@jhu.edu). We are grateful to Robert Moffitt, Katheryn
 Russ, and two anonymous referees for suggestions and comments. We also thank Xianqiang Zou and Jingliang Lu
 for able research assistance. Feng's research was supported by Leading Academic Discipline Program, 211 Project
 for Shanghai University of Finance and Economics and Shanghai Leading Academic Discipline Project (Project
 Number: B801). All remaining errors are our own.

 tTo view additional materials, visit the article page at http://dx.doi.Org/10.1257/aer.103.2.1054.
 1 For example, using Canadian data, Jones and Riddell (1999) empirically examine labor market transitions of

 people with different labor force statuses and find substantial heterogeneity within the nonemployed, such that no
 dichotomy exists between those unemployed and not-in-labor-force among all nonemployed persons.

 2 The ILO defines "unemployed" as those who are currently not working but are willing and able to work for pay,
 currently available to work, and have actively searched for work.
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 labor force status has been a substantial issue in the CPS, as clearly demonstrated
 by the Reinterview Surveys, in which a small subsample of the households included
 in the original CPS are recontacted and asked the same questions. Treating the
 CPS reconciled Reinterview Surveys sample as reflecting true labor force statuses,
 researchers have found that there exists considerable error in the original CPS.3
 The actual misclassification errors in labor force status are likely to be substantially
 larger than suggested in the reconciled CPS reinterviews, as argued by Poterba and
 Summers (1995); Biemer and Forsman (1992); and Sinclair and Gastwirth (1996).

 The misclassification of labor force statuses in the CPS and other similar surveys
 has received considerable attention in the literature. To identify the misclassifica
 tion probabilities, early studies typically rely on a particular exogenous source of
 "truth," such as the reconciled CPS reinterview surveys (see e.g., Abowd and Zellner
 1985; Poterba and Summers 1986; and Magnac and Visser 1999). Nevertheless,
 the reinterview surveys are usually small in sample size (approximately 3 percent
 of the corresponding CPS sample) and not readily available to outside research
 ers. Reinterview surveys are also subject to misclassification errors due to many
 practical limitations.4 Actually, some studies using other methods show that the rec
 onciled CPS reinterview data may contain even more errors than the original CPS
 sample (Sinclair and Gastwirth 1996). Other studies rely on two repeated measures
 of the labor force status of the same individuals in the same period and assume that
 the error probabilities are the same for different subsamples.5 More recent studies,
 such as Biemer and Bushery (2000) and Bassi and Trivellato (2008), explore the
 panel nature of the surveys and treat the underlying true labor force status as a latent

 process to be jointly modeled with the misclassification process.
 Most existing studies focus on adjusting flows, i.e., the gross labor flows between

 two consecutive months, not stocks, such as the unemployment rate and the labor
 force participation rate. While those studies acknowledge that misclassification
 errors cause serious problems for flows, they somewhat surprisingly assume that
 errors tend to cancel out for stocks (e.g., Singh and Rao 1995). The only study that
 has tried to correct for the unemployment rate is Sinclair and Gastwirth (1998).
 However, their results rely on a key identification assumption that males and females
 have the same misclassification error probabilities, which we reject in this paper.

 This paper uses recent results in the measurement error literature to identify the
 misclassification probabilities (Hu 2008). Our method relies only on short panels
 formed by matching the CPS monthly datasets, thus avoiding the use of auxiliary
 information such as the reinterview surveys, which are usually small and subject to
 errors. Our approach is close to the Markov Latent Class Analysis (MLCA) method
 proposed by Biemer and Bushery (2000), but we use an eigenvalue-eigenvector

 3The CPS reinterview sample consists of two components, one is "non-reconciled," in which case no attempt is
 made to determine which answers are correct, the other is "reconciled," in which case the second interviewer would
 compare the responses from the first survey with the reinterview answers and try to resolve any conflicts (Poterba
 and Summers 1984).

 4 The reinterview may not have been independent of the original interview to the extent that respondents remem
 bered and repeated their answers from the original interview. In addition, several factors make it difficult to conduct
 the reinterview as an exact replication of the original interview, including (i) only senior interviewers conducted the
 reinterview; (ii) almost all reinterviews were conducted by telephone, even if the original interview was conducted
 in person; and (iii) the reinterview may not perfectly "anchor" respondents in the original interview's reference
 period.

 5 See Sinclair and Gastwirth (1996, 1998), which use the H-W model first proposed by Hui and Walter (1980).
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 decomposition to establish a closed-form global identification, while they took a
 maximum likelihood approach with local identifiability. Generally speaking, para
 metric General Method of Moments (GMM) or Maximum Likelihood Estimation
 (MLE) methods typically rely on a local identification argument that the number
 of unknowns does not exceed that of the restrictions. Given the observed distribu

 tion, our identification and estimation procedure directly leads to the unique true
 values of the unknown probabilities without using the regular optimization algo
 rithms. Therefore, we do not need to be concerned about choosing initial values
 or obtaining a local maximum in the estimation procedure. In that sense, our esti
 mates are more reliable than those based on local identification, including Biemer
 and Bushery (2000). Our assumption regarding the dynamics of the underlying true
 labor force status is also weaker than their first-order Markov chain assumption.
 In addition, Biemer and Bushery (2000) use group-level data, which are subject to
 potential biases from within-group heterogeneities. Our identification results enable
 us to take advantage of the large sample size of the individual-level CPS data, and
 therefore, to achieve more efficient estimates.

 To control for individual heterogeneities, we separately estimate the misclassifi
 cation probabilities for each demographic group, defined by an individual's gender,
 race and age. Based on those misclassification probabilities, we then estimate the
 corrected monthly unemployment rates and the labor force participation rates for all
 demographic groups, and for the US population as a whole. During the period from
 January 1996 to August 2011, our corrected unemployment rates are higher than
 the official ones by up to 4.4 percentage points and on average by 2.1 percentage
 points, with the differences always statistically significant. The most substantial
 misclassification errors occur when unemployed individuals misreport as either
 not-in-labor-force or employed. On the other hand, the corrected labor force partici
 pation rates and the official ones are rather close and never statistically significantly
 different.

 The rest of the paper is organized as follows. Section I provides theoretical results on
 the identification and estimation of the misclassification probabilities and the marginal

 distribution of the underlying labor force status. Section II presents our main empirical
 results on the estimated misclassification probabilities and the corrected unemploy
 ment rates, along with reported (official) ones. The last section concludes. Additional
 estimates and simulation results are included in the online Appendix of the paper.

 I. A Closed-Form Identification Result

 This section presents a closed-form identification and estimation procedure, which
 uniquely maps the directly estimable distribution of the self-reported labor force sta
 tus to the misclassification probabilities and the distribution of the underlying true
 labor force status. We also evaluate the validity and robustness of the assumptions
 made in order to achieve identification.

 A. Assumptions and Identification Results

 Let U, denote the self-reported labor force status in month t, and X be a vector
 of demographic variables such as gender, race, and age. By matching the monthly
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 CPS samples, we observe the self-reported labor force status in three periods
 (t + 1, t, t — 9), together with the demographic variables X for each individual
 i.6 For example, if U, stands for the labor force status of an individual in January
 2008, then Ut+l and U,_9 denote his or her labor force status in February 2008 and
 in April 2007, respectively. We denote the i.i.d. sample as {£/(+1, U„ U,_g, X}, for
 i = 1,2,..., /V. The self-reported labor force status U, is defined as follows:

 {1 employed
 2 unemployed
 3 not-in-labor-force

 We denote the latent true labor force status at period t as U*, which takes the same

 possible values as Ut. Let Pr(-) stand for the probability distribution function of its
 argument, we outline our assumptions as follows.

 ASSUMPTION 1: The distribution of misclassification errors only depends on the
 true labor force status in the current period, conditional on individual characteris
 tics, i.e.,

 pt(u,\u;,xm^) = Pr(ut\u;,x)

 for all t with U— {(UT, £/*), for r ^ t}.

 Assumption 1 still allows the misclassification errors to be correlated with the true
 labor force status U* and other variables in other periods through U*. This is weaker
 than the classical measurement error assumption, where the error is independent of
 everything else, including the true values. Assumption 1 is a standard assumption
 in the literature and allows the misreporting behavior to be summarized by a simple
 misclassification matrix. Moreover, Meyer (1988) examines this assumption and
 finds it likely to be valid for CPS data. Assumption 1 implies that the joint prob
 ability of the observed labor force status Pr(£/f+1, U„ U, _9 \ X) is associated with the
 unobserved ones as follows:

 (1) Pr(£/(+1, U„ U,_g\X)

 = E E E Pr(í/Í+11 u;+1, X) Pr(t/f IU*,X)Pr(U,_9 \ U*t_9, X) Pr{U*t+X, U], U*t_91X).
 £/?+1 U*£/*_9

 Having established the conditional independence of the misclassification process,
 our next assumption deals with the dynamics of the latent true labor force status.

 6Our identification strategy requires matching of three CPS monthly datasets in order to identify the misclas
 sification matrix for the month in the middle of the three months. We choose one month later, i.e., ( + 1, and nine
 months earlier, i.e., t — 9, for the following reasons: (i) we want the three periods to be close enough to minimize
 attrition in CPS samples: (ii) we want the three months to cover the 8-month recess period in the CPS rotation struc
 ture so that there are enough variations in the labor force status; (iii) Assumption 2 on the dynamics of the latent
 true labor force status is more likely to be satisfied if we use the data reported a while ago, e.g., nine months earlier.
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 ASSUMPTION 2: Conditional on individual characteristics, the true labor force
 status nine months ago has no predictive power over the true labor force status in
 the next period beyond the current true labor force status, i.e.,

 pr(u;+l\u;,ui9,x) = Pr(u;+l\u;,x)

 for all t.

 Biemer and Bushery (2000) impose a first-order Markov restriction on the dynam
 ics of the latent labor force status, which states Pr(£/*+] 11/*, ...,£/* )
 = Pr(U*+i I U*). Their assumption is likely to be too strong due to the presence of
 state dependency, serial correlation among idiosyncratic shocks, and unobserved
 heterogeneity (see e.g., Hyslop 1999). Our Assumption 2 is considerably weaker
 because we use the true labor force status nine months ago. Under Assumption 2,
 equation (1) may be simplified as follows:

 (2) Pr(i/,+1, U„ U,_9IX) = £Pr(t/,+i|t/;, X) Pr(i/f| U*„ X)Pr(i/t*, Ut_9\X).
 u*t

 Following the identification results in Hu (2008), we show that all the probabili
 ties containing the latent true labor force status U* on the right-hand side of equa
 tion (2) may be identified under reasonable assumptions. Integrating out Ut+X in
 equation (2) leads to

 (3) Pr(U„ U,_9 |X) = £Pr(t/,|£/;,X)Pr(C/;,£/,_9|X).
 u;

 Following Hu (2008), we introduce our matrix notation. For any given subpopu
 lation with individual characteristics X = x, we define the misclassification matrix
 as follows:

 M fil f *

 fPr(í/,= 1|
 Pr (U, = 21
 Pr (U, = 31

 u;
 u;

 = l,x)
 = I,x)

 U* = l,x)

 [Pr (U, = i\U* = k,X =

 Pr([/, = 11
 Pr(£/, = 21
 Pr (U, = 31

 *)]<.*•

 u; = 2,x)
 u; = 2, x)
 U*t= 2,x)

 Pr (U, = 1
 Pr {U, = 2
 Pr(C7, = 3

 U; = 3,x)'
 U* = 3,x)
 u; = 3,x)

 Each column of the matrix M^j u* x describes how an individual (mis)reports his
 or her labor force status given a possible value of the true labor force status. The
 matrix x contains the same information as the misclassification probabilities
 Pr(t/, I U*, x), which means the identification of v* x implies that of Pr(i/, | U*, x).
 Similarly, we may define

 = [Pr(U, = i, i/,_9 = k\x)]u,

 M[/,*,i/(_9|x = MU, = i,U,_9 = k I x)],

 = [Pr(t/i+1 — 1, U, = i, Ut_g = x)]i,k
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 We also define a diagonal matrix as follows:

 Pr(£/t+1 = 1\U* = l,x) 0 0

 = 0 Pr(i/,+1 = 11 £/* = 2, x) 0

 0 0 Pr(£/,+1 = l\U* = 3,x)

 As shown in Hu (2008), equations (2) and (3) imply the following two matrix
 equations:

 (4) = My(|y(«>x ^ My(»y(_9|x

 and

 (5) MC/(,C/,_9|x = My(|y*>x My;>l/(_9|X.

 In order to solve for the unknown matrix My^y*>x, we need a technical assumption
 as follows:

 ASSUMPTION 3: The distributions of the current self-reported labor force status
 conditional on different self-reported labor force statuses nine months ago are lin
 early independent, i.e., Pr(£/,| U,_9 = l,x) is not equal to a linear combination of
 Pr( U, I U,_g = 2,x) and Pr(U, \ U,__9 = 3, x) for all U,andx.

 This assumption is equivalent to the condition that the matrix Ut_g\x is invertible.
 Since it is imposed directly on the observed probabilities, this assumption is directly

 testable. Under Assumption 3, equation (5) implies that both and My; Ui9\x
 are invertible. Eliminating matrix My»jU(_9|x in equations (4) and (5) leads to

 (6) Mlji/()t/j_9|x My'y(9|x = My(|y(»iX Dj| My'|y(»x.

 This equation implies that the observed matrix on the left-hand side has an eigen
 value-eigenvector decomposition on the right-hand side. The three eigenvalues are
 the three diagonal entries in D, ¡ >x and the three corresponding eigenvectors are the
 three columns in My i y* x. Note that each column of My(| y(* x is a distribution so that
 the column sum is 1, which implies that the eigenvectors are normalized.

 In order to make the eigenvector unique for each given eigenvalue, we need the
 eigenvalues to be distinctive, which is formally stated as follows:

 ASSUMPTION 4: A different true labor force status leads to a different probability
 of reporting "employed" in the next period, i.e., Pr (Ut+l = 11 U* = k, x) are differ
 ent for different k G {1,2,3}.
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 This assumption is also testable from equation (6). This is because
 Pi'(Ut+i = 11 U* = k,x) for k e {1,2,3} are eigenvalues of the observed matrix
 M i, uh u,_a) ; x M^_9|r Therefore, Assumption 4 holds if and only if all the eigen
 values of M1)£/lj(/r_9|x in equation (6) are distinct. Intuitively, this assump
 tion implies that the true labor force status at period t has an impact on the probability
 of reporting to be employed one period later.

 The distinct eigenvalues guarantee the uniqueness of the eigenvectors. Since we
 do not observe U* in the sample, we need to reveal the value u* for each eigenvector
 Pr( Ut\U* = u *, x). In other words, the ordering of the eigenvalues or the eigenvec
 tors is still arbitrary in equation (6). In order to eliminate this ambiguity, we make
 the following assumption:

 ASSUMPTION 5: Each individual is more likely to report the true labor force sta
 tus than to report any other possible values, i.e.,

 Pr(U, = k\U* = Jfc,x) > Pr(U, = j\U* = k,x)forj ¿ k.

 This assumption does not reveal the value of these misclassification probabili
 ties, nor require the probability of reporting the truth to be larger than 50 percent.
 Assumption 5 is consistent with results from CPS reinterviews (see e.g., Poterba
 and Summers 1984) and other validation studies discussed in Bound, Brown, and
 Mathiowetz (2001).

 Technically, Assumption 5 implies that the true labor force status is the mode
 of the conditional distribution of the self-reported labor force status in each col
 umn of the eigenvector matrix. Therefore, the ordering of the eigenvectors is fixed
 and the eigenvector matrix x is uniquely determined from the eigenvalue
 eigenvector decomposition of the observed matrix M1>t/ y 9|x My'y 9|x. In par
 ticular, after diagonalizing the directly-estimable matrix Mj Uf Ut_9|x M^vx, we
 rearrange the order of the eigenvectors such that the largest element of each col
 umn or each eigenvector, i.e, the mode of the corresponding distribution, is on the
 diagonal of the eigenvector matrix. Consequently, the misclassification probability
 Pr(t/r I U*, X) may be expressed as a closed-form function of the observed probabil
 ity Pr(t/I+1, Ut, Ut_91X). Such a procedure is constructive because one may estimate
 the misclassification probability Pr(U, | U*, X) by following the identification pro
 cedure above.

 We summarize the closed-form identification and estimation of the misclassifica

 tion probability Pr (U, \ U*, X) as follows:

 THEOREM 1: Under Assumptions 1 through 5, the misclassification matrix
 Pr({7f| U*,X) is uniquely determined by the observed joint probability of the
 self-reported labor force status in three periods, i.e., Pr (Ut+l, U„ t/,_9|X), through
 the unique eigenvalue-eigenvector decomposition in equation (6).

 PROOF:

 The results directly follow from Theorem 1 in Hu (2008). A complete proof can
 be found in the online Appendix.
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 Finally, we may estimate the distribution of the latent true labor force status
 Pr(t/*|X) using the misclassification probability Pr( U, U*,X) from the following
 equation:

 Pr(t/f|X) = £Pr(i/t|t/,*,X)Pr(t/,*|X).

 This equation implies

 Pr {U, = 11 x)

 Pr(£7, = 2|x)

 _Pr(i7, = 3|x)_

 M v,WU x

 Pr(£/;* = l|x)
 Pr (U*t = 2|x)
 Pr(t/; = 31 x)

 Since we have identified the misclassification probability Pr( U, \ U*,X), we may
 solve for the distribution of the latent true labor force status Pr(f/* | X) from that
 of the self-reported labor force status Pr( U, | X) by inverting the matrix
 Therefore, the distribution of the latent true labor force status for a given x is identi
 fied as follows:

 (7)  Pr(£/; = 11 x)

 Pr(*y; = 2|x)
 Pr (U* = 31 x)

 M u]\ U*, x x

 Pr (U, = l|x)
 Pr([/, = 2|x)
 Pr(i/f = 3|x)

 Given the marginal distribution of the demographic characteristics X, Pr(X), we
 may identify the marginal distribution of the latent true labor force status Pr(t/*) as
 follows

 Pr(t/;) = I>(t/;|X)Pr(X).
 x

 This gives the unemployment rate

 * = Pr {u; = 2)
 ~ Pr(U* = 1) + Pr{U*t = 2) '

 and the labor force participation rate

 PÏ = Pr(u; = 1) + Pr(i/; = 2).

 Our identification procedure is constructive as it leads directly to an estimator.
 A nice property of our approach is that if there is no misclassification error in the
 data, our estimator would produce the same unemployment rate and labor force
 participation rate as those based on the raw data, under the assumptions above. Our
 estimator does not require an initial consistent estimate or iterations as the regular
 optimization algorithms do.
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 B. Evaluation of the Assumptions

 Before proceeding to empirical work, we evaluate the key assumptions which are
 essential for our identification results. We perform extensive Monte Carlo simula
 tions to examine the robustness of our estimator to deviations from Assumptions 1
 and 2. We also test the validity of Assumptions 3 and 4 directly using CPS data. For
 Assumption 5, we argue that it is likely to hold based on previous empirical work
 in the literature. We summarize the main things we have done here while leaving all
 detailed results in the online Appendix.

 Assumption 1 imposes conditional independence of the misreporting process. We
 have considered three different kinds of deviations to this assumption in our Monte
 Carlo simulations. In the first case, we allow misreporting errors to be correlated
 with the latent true labor force status in the previous period, i.e., Pr(U,\ U*, U^t)
 = Pr(£/f| £/*, In the second case, misreporting errors may be correlated
 with the self-reported labor force status in the previous period, i.e., Pr(t/,| U*,U^t)
 — Pr(t/(| U*, Lastly, we consider a special case of a general relaxation of
 Assumption 1, i.e., Pr(t/r| U*t,U+t) = Pr(t/,| U*, U*_x, U,_x), where people would
 report the same value as in the previous period with certain probability if their true
 labor force status does not change, otherwise, they would report following the base
 line misclassification probability Vx(Ut\U*).7 In all cases, our simulation results
 show that our estimator is robust to reasonable deviations from Assumption l.8

 Similarly, Assumption 2 imposes conditional independence on the transition of
 the underlying true labor force status. In the Monte Carlo simulation setup, we relax
 this assumption to allow the transition of the true labor force status to depend on that

 nine periods earlier, i.e., Pr(U*+, | U*, U*_9) ^ Pr(t/*+11 U*). Our simulation results
 show that the estimator is robust to reasonable deviations to assumption 2?

 Assumption 3 requires an observed matrix to be invertible, and therefore, is
 directly testable from the CPS data. We use bootstrapping to show that the determi
 nant of this matrix is significantly different from zero, which implies that the matrix
 is invertible.10

 Under Assumptions 1, 2, and 3, Assumption 4 requires the eigenvalues of an
 observed matrix to be distinct. We may also directly test this assumption using the
 CPS data by estimating the differences between the eigenvalues. Our bootstrapping
 results show that the absolute differences between the eigenvalues are significantly
 different from zero, which implies that the eigenvalues are distinctive.11

 Assumption 5 implies that individuals are more likely to report the true labor
 force status than any other possible values. We believe this assumption is intuitively
 reasonable. Also, we are not aware of any studies in the literature, including previ
 ous studies cited in our paper and those reviewed by Bound, Brown, and Mathiowetz
 (2001), that report anything in violation of this assumption.

 7 We do this in response to a referee's concern that reporting behaviors might be serially-correlated.
 8The detailed Monte Carlo setup can be found in Section 3.1.2 in the online Appendix and the simulation results

 can be found in Sections 3.2.2-3.2.4 in the online Appendix.
 9The detailed Monte Carlo setup can be found in Section 3.1.3 in the online Appendix and the simulation results

 can be found in Section 3.2.5 in the online Appendix.
 '"Detailed results can be found in Section 4 (Table Al 1) in the online Appendix.
 11 Results can be found in Table A12 of Section 4 in the online Appendix.
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 II. Empirical Results

 A. Matching of Monthly CPS Data

 We use the public-use micro CPS data to estimate the unemployment rate and
 the labor force participation rate.12 Each CPS monthly file contains eight rotation
 groups that differ in month-in-sample. The households in each rotation group are
 interviewed for four consecutive months after they enter, withdraw temporarily for
 eight months, then reenter for another four months of interviews before exiting the
 CPS permanently. Because of the rotational group structure, the CPS can be matched
 to form longitudinal panels, which enable us to obtain the joint probabilities of the
 self-reported labor force statuses in three periods.

 We follow the algorithm proposed by Madrian and Lefgren (2000) to match
 CPS monthly files.13 There are two main steps in the process of matching. First,
 the CPS samples are matched based on identifiers. If two individuals in two CPS
 monthly files (within the corresponding rotational groups) have the same household
 identifier, household replacement number (which denotes whether this is a replace
 ment of the initial household) and personal identifier (which uniquely identifies a
 person within a household), then the two individuals are declared as a "crude match."
 This step is not perfect and may result in considerable matching errors because there
 might exist coding errors with respect to those identifiers. Therefore, the second step
 uses information on sex, age, and race to "certify" the crude match. In the matching
 algorithm we use, if the sex or race reported in the two monthly files corresponding
 to a crude match are different, or if the age difference is greater than 1 or less than
 0, then we discard the match as a false one.

 As the previous literature (e.g., Peracchi and Welch 1995 and Feng 2008) has
 documented, the matched sample is not representative of the cross-sectional sample
 in period t due to sample attrition in matching. We use the matching weights to
 correct for attrition. First, we run a Logit regression for the period t cross-sectional
 sample, where the dependent variable is either 1 (the observation is matched) or 0
 (the observation is not matched), and the independent variables are sex, race, age,
 schooling, and the labor force status in period t. We next calculate the predicted
 probabilities of being matched for all the observations in the matched sample. The
 final matched sample is then weighted using the inverse of the predicted match
 probabilities. This adjustment procedure ensures the cross-sectional sample and the
 matched sample have the same marginal distributions on the key individual charac
 teristics for period t.14

 12Following BLS practices, we restrict the samples to those aged 16 and over. Sample summary statistics can be
 found in Table Al in the online Appendix.

 13See also Feng (2001) and Feng (2008).
 14Under the assumption that attrition is solely based on observables, our correction method using matching

 weights is consistent. To check for robustness of our procedure we have also tried not using matching weights, i.e.,
 not correcting for attrition in matching, and found similar results in terms of corrected unemployment rates. Details
 can be found in Section 5.5 of the online Appendix.
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 Table 1—Misclassification Probabilities (In percentage points)

 Pr('IJ)  = Pr (U, =  i\Uï=j)

 Demographic group  Pr(2ll)  Pr(3ll)  Pr(ll2)  Pr(3l2)  Pr( 113)  Pr(2l3)

 (1) Male/white/age < 40  0.9  1.3  20.1  17.2  6.0  0.0

 (0.06)  (0.07)  (1.28)  (2.69)  (0.42)  (0.39)

 (2) Male/white/age > 40  0.4  0.9  16.5  18.8  1.4  0.1

 (0.03)  (0.05)  (1.14)  (2.34)  (0.07)  (0.07)

 (3) Male/nonwhite/age < 40  1.1  2.2  13.4  18.1  5.0  4.3

 (0.10)  (0.13)  (1.21)  (3.91)  (0.36)  (1.26)

 (4) Male/nonwhite/age > 40  0.7  1.5  15.5  22.0  1.2  0.0

 (0.08)  (0.10)  (1.81)  (5.55)  (0.16)  (0.12)

 (5) Female/White/age < 40  0.6  2.1  18.6  10.8  4.4  0.0

 (0.05)  (0.10)  (1.59)  (4.10)  (0.27)  (0.08)

 (6) Female/White/age > 40  0.3  1.4  17.9  28.2  1.0  0.0

 (0.03)  (0.07)  (1.46)  (3.16)  (0.06)  (0.01)

 (7) Female/nonwhite/age < 40  1.1  2.6  11.8  29.4  2.2  0.0

 (0.09)  (0.16)  (1.54)  (8.24)  (0.70)  (0.01)

 (8) Female/nonwhite/age > 40  0.4  1.8  13.9  25.0  1.2  0.7

 (0.07)  (0.11)  (1.89)  (5.82)  (0.09)  (0.17)

 Overall  0.6  1.5  17.3  20.2  2.9  0.2

 (0.02)  (0.03)  (0.59)  (1.39)  (0.10)  (0.09)

 Note: Bootstrap standard errors based on 500 repetitions are reported in parentheses.

 B. Misclassification Probabilities

 For each demographic group, we pool matched samples to estimate the misclas
 sification probabilities.15 Table 1 reports results for all the eight groups, including
 (i) white males aged 40 and younger; (ii) white males aged over 40; (iii) nonwhite
 males aged 40 and younger; (iv) nonwhite males aged over 40; (v) white females aged
 40 and younger; (vi) white females aged over 40; (vii) nonwhite females aged 40
 and younger; (viii) nonwhite females aged over 40. There exist some consistent pat
 terns across all the groups. When the actual labor force status is either employed or
 not-in-labor-force, the probabilities of being misreported to a different labor force
 status are typically small and never above 6 percent. The biggest errors come from
 the unemployed people being misclassified as either not-in-labor-force or employed.
 Only around 50-70 percent of unemployed people correctly report their true labor
 force status. For example, for white males aged 40 and younger, 20 percent of the
 unemployed report to be employed, while another 17 percent of them report as
 not-in-labor-force. On the other hand, there are considerable heterogeneities among
 different demographic groups. For example, 10.8 percent of the unemployed white
 females aged 40 and younger report as not-in-labor-force, while all other groups have
 much higher probabilities of reporting to be not-in-labor-force while unemployed.

 We also formally test for the differences in the misclassification probabilities
 between the groups. For example, we consider males versus females, controlling

 15To be consistent with the last version of the paper we pool data from January 1996 to December 2009. The
 estimated misclassification probabilities do not change statistically significantly if we pool all data up to August
 2011. Please refer to Section 5.3 of the online Appendix for details and more elaborate discussions.
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 for race and age categories. We find that employed males are more likely to misre
 port as unemployed but less likely to misreport as not-in-labor-force than employed
 females. The differences are always statistically significant at the 5 percent signifi
 cance level except for the comparison between nonwhite males aged 40 and younger
 and nonwhite females aged 40 and younger. When unemployed, the differences are
 mostly insignificant, with the only exception being that white males aged over 40
 are less likely to misreport as being not-in-labor-force compared to white females
 aged over 40. In addition, when not-in-labor-force, males are more likely to be mis
 classified as employed.16

 Some previous studies have made strong assumptions regarding between-group
 misclassification errors. For example, in order to achieve identification, Sinclair
 and Gastwirth (1998) assume that males and females have the same misclassifica
 tion error probabilities (see also Sinclair and Gastwirth 1996), which we can safely
 reject.17 In general, our results suggest that the equality assumptions of misclassi
 fication probabilities across different demographic groups, which are essential for
 identification in the H-W models, are unlikely to hold in reality.
 The last two rows of Table 1 report misclassification probabilities and associated

 standard errors for the overall US population. The results are broadly consistent with
 those in the existing literature. When we compare our estimates of misclassification
 probabilities with some of those obtained in the existing literature,18 we see the
 same general pattern: the biggest misclassification probabilities happen when unem
 ployed individuals misreport their labor force statuses as either not-in-labor-force
 (Pr(U, = 31 U* = 2)) or employed (Pr(U, = 11 U* = 2)), while the other misclas
 sification probabilities are all small. Our point estimates of Pr(t/f = 31 U* = 2) and
 Pr(U, = 11U* = 2) are somewhat higher than many of the existing estimates. But
 our estimates are well within the 95 percent confidence intervals reported in many
 existing studies because of their large standard errors. Due to our methodological
 advantages and the large sample size we use, we are able to produce much more
 precise estimates.

 C. The Unemployment Rate

 Given the estimated misclassification matrices, we then calculate distribution of

 the latent true labor force status for each demographic group based on equation (7).
 To estimate Pr(t/,| X), we use all eight rotation groups in any given CPS monthly
 file, which subsequently give us the self-reported unemployment rate and the labor
 force participation rate. Once we have Pr(£/*|X), we can calculate the corrected
 unemployment rate and the corrected labor force participation rate. In order to be
 consistent with officially-announced statistics, all numbers are weighted using final
 weights provided by CPS.19

 16Comparisons between males and females and other demographic characteristics can be found in Table A13 in
 the online Appendix.

 17See the first panel in Table A13 in the online Appendix.
 18 These estimates can be found in Table A14 in the online Appendix.
 19The final weights in the CPS micro data have been adjusted for a composite estimation procedure that BLS

 uses to produce official labor force statistics (Appendix I in Bureau of Labor Statistics 2000).
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 Table 2—Unemployment Rates (In percentage points) Averaged over Three Sub-periods

 Demographic group
 Sub-period 1

 (1996/01-2001/10)
 Sub-period 2

 (2001/11-2007/11)
 Sub-period 3

 (2007/12-2011/8)

 reported  corrected  reported  corrected  reported  corrected

 (1) Male/white/age < 40  5.0  6.5  6.1  8.2  10.1  14.5

 (0.2)  (0.4)  (0.3)  (0.5)  (0.5)  (0.8)

 (2) Male/white/age > 40  2.7  3.4  3.4  4.5  6.3  8.9

 (0.1)  (0.2)  (0.2)  (0.2)  (0.3)  (0.5)

 (3) Male/nonwhite/age < 40  10.1  11.1  10.8  12.0  16.0  19.3

 (0.5)  (0.9)  (0.5)  (1.1)  (0.7)  (1.4)

 (4) Male/nonwhite/age > 40  4.8  6.5  5.8  8.0  9.6  13.9

 (0.2)  (0.5)  (0.3)  (0.6)  (0.4)  (1.0)

 (5) Female/white/age < 40  5.1  6.4  5.8  7.3  8.3  10.9

 (0.2)  (0.4)  (0.3)  (0.5)  (0.4)  (0.7)

 (6) Female/white/age > 40  2.7  4.4  3.2  5.3  5.4  9.1

 (0.1)  (0.3)  (0.1)  (0.3)  (0.2)  (0.5)

 (7) Female/nonwhite/age < 40  10.0  14.5  10.3  14.9  13.4  19.8

 (0.5)  (1.5)  (0.5)  (1.6)  (0.6)  (2.0)

 (8) Female/nonwhite/age > 40  4.2  5.1  5.2  6.8  7.2  10.0

 (0.2)  (0.5)  (0.2)  (0.6)  (0.3)  (0.9)

 Overall  4.4  5.9  5.1  6.9  8.1  11.5

 (0.1)  (0.2)  (0.1)  (0.2)  (0.1)  (0.3)

 Note: Numbers reported in parentheses are bootstrap standard errors based on 500 repetitions.

 Table 2 presents the results for each demographic group. We divide the study
 period into three sub-periods based on the US business cycles.20 The first sub-period
 goes from January 1996 to October 2001, which is roughly the end of the 2001
 recession. The second sub-period is from November 2001 to November 2007, cor
 responding to the expansion period between two recessions (the 2001 recession and
 the most recent 2007-2009 recession). The third sub-period goes from December
 2007 to the end of our study period, i.e., August 2011, which includes the 2007-2009
 recession and its aftermath.

 For each demographic group and each sub-period, the corrected unemployment
 rates are always higher than the reported ones. Note also that for all demographic
 groups, sub-period 3 posts the highest levels of unemployment, followed by sub
 period 2, and then by the first sub-period. This relationship is unchanged using either
 the reported or the corrected rates. In addition, the degree of underestimation is
 larger when the level of unemployment is higher. For example, for white males aged
 40 and younger, in the first sub-period, the corrected unemployment rate is 6.5 per
 cent, which is higher than the reported unemployment rate by 1.5 percentage points.
 In the second sub-period, the corrected unemployment rate is 8.2 percent, which is
 higher than the reported unemployment rate by 2.1 percent. The largest differential
 appears in the latest recession period. In this case, the corrected unemployment rate

 20 See http://www.nber.org/cycles.html.
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 Figure 1. Corrected and Official (reported) Unemployment Rates

 Notes: Seasonally-adjusted corrected unemployment rates (in solid line) and official unem
 ployment rates (in dashed line) for the whole population from January 1996 to August 2011.
 The corresponding thin lines signify 95 percent upper and lower confidence bounds. For sea
 sonal adjustment, we use Census Bureau's WinX12 software.

 is 14.5 percent, which is higher than the reported unemployment rate by 4.4 per
 cent—an over 40 percent upward adjustment.

 We then estimate the unemployment rates and the corresponding standard errors
 for the US population as a whole, using the results for all the demographic groups.
 Based on the last two rows of Table 2, corrected unemployment rates for the US
 population are 5.9 percent, 6.9 percent, and 11.5 percent for the three sub-periods,
 respectively. Note that the degree of underestimation is substantially larger in the
 third sub-period, official unemployment rate is 3.4 percentage points lower than the
 corrected one, while in the first two sub-periods the discrepancies are only 1.5 and
 1.8 percentage points, respectively. Figure 1 displays all the monthly values that
 are seasonally-adjusted. For the whole period, the corrected unemployment rate is
 always higher than the reported one and the difference is between 1 percentage point
 and 4.4 percentage points, and 2.1 percentage points on average.

 The substantial degree of underestimation of the unemployment rate may not
 be very surprising because most of the misclassification errors are from the unem
 ployed people misreporting their labor force status as either employed or not
 in-labor-force. We believe this arises primarily due to the intrinsic difficulties in
 classifying labor force statuses of some specific groups of people. Among those
 not-in-labor-force, marginally-attached workers, especially discouraged workers,
 could be classified as unemployed because they also desire a job although do not
 search in the job market. In fact, Jones and Riddell (1999) find that some margin
 ally-attached workers are behaviorally more similar to unemployed than to the rest
 of those not-in-labor-force. On the other hand, involuntary part-time workers are
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 Table 3—Decomposition of Underestimation in Unemployment Rates

 Demographic group

 Underestimation in

 unemployment rate

 (a) = n*t - n,

 Group share in
 US population

 (b)

 Contribution to
 underestimation

 (c) = (a) x (b)

 Relative

 contribution
 ( JN (c)
 {d)=Yur

 (1) Male/white/age < 40  2.41  18.24  0.44  20.57

 (2) Male/white/age > 40  1.34  21.80  0.29  13.65

 (3) Male/nonwhite/age < 40  1.72  4.46  0.08  3.59

 (4) Male/nonwhite/age > 40  2.65  3.73  0.10  4.63

 (5) Female/white/age < 40  1.68  17.91  0.30  14.08

 (6) Female/white/age > 40  2.37  24.20  0.57  26.82

 (7) Female/nonwhite/age < 40  5.05  4.99  0.25  11.79

 (8) Female/nonwhite/age > 40  1.76  4.68  0.08  3.86

 Total  100.00  2.14  100.00

 Notes: Averages over the January 1996 to August 2011 period. All numbers are rounded, (a) Underestimation in
 the unemployment rate (percentage points), which equals the average corrected unemployment rate /x* minus the
 average official unemployment rate (b) Population share of the demographic group; (c) Contribution to the total
 US underestimation in the unemployment rate (percentage points), which equals (a) times (b); (d) Relative contri
 bution to the total underestimation, which equals (c) divided by its column sum.

 classified as employed according to the official definition. But many of them could
 be observationally more similar to unemployed workers.21 22

 Table 3 decomposes the underestimation of unemployment rate. For the period
 of January 1996 to August 2011, the official statistics underestimate the unemploy
 ment rate on average by 2.1 percentage points. The degree of underestimation var
 ies, however, by demographic group. On the one hand, the young non white female
 group posts the largest level of underestimation, at 5 percentage points. On the
 other hand, the official statistics only underestimate by 1.3 percentage points for
 white males over 40. In terms of contributions to the total degree of underestima
 tion (last column of Table 3), white females over 40 declare the largest share of the
 total (27 percent), followed by white males 40 and younger (21 percent). Nonwhite
 groups contribute relatively little as they account for relatively small portions of the
 US total population.

 One particular concern is whether misclassification behaviors and the resulted cor
 rected unemployment rates would depend on labor market conditions. For example,
 when the labor market is weak and the pool of unemployed people includes a larger
 share of job losers and others whose statuses are unambiguous, then the misreport
 ing of unemployment would tend to be less prevalent. In order to test this hypothesis
 directly, we have estimated three different misclassification probabilities for each
 demographic group for the three sub-periods. We do find some evidence that the
 misclassification probabilities are different in different sub-periods corresponding to
 different labor market conditions. More specifically, sub-period 3 (December 2007
 to August 2011), which is characterized by much higher rate of unemployment and
 presumably much weaker labor market conditions compared to the previous two

 2J For example, Farber (1999) examines displaced workers and finds temporary and involuntary part-time jobs
 are part of the transitional process from unemployment to full-time work.

 22 According to the broadest concept of unemployment by BLS, U6, all marginally-attached workers and invol
 untary part-time workers are counted as unemployed. Our corrected unemployment rate series are substantially
 lower than U6, as shown by Figure A4 in the online Appendix.
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 sub-periods, has lower levels of misclassification in general. Nevertheless, we show
 that the corrected unemployment series are robust to whether we allow misclassifi
 cation probabilities to differ in different sub-periods.23

 We have also examined the effect of misclassification on the labor force par
 ticipation rates. For each demographic group for the three sub-periods: January
 1996 to October 2001, November 2001 to November 2007, and December 2007 to
 August 2011, the corrected labor force participation rates are always higher than
 the reported ones, but the differences are small and not statistically significant. For
 the US population as a whole, the average difference between corrected and official
 labor force participation rates is less than 2 percent, and not statistically significant.
 For the three sub-periods, the corrected labor force participation rates are 68.1 per
 cent, 67.3 percent and 66.8 percent, respectively. The reported rates are only slightly
 lower, at 67.1 percent, 66.2 percent, and 65.2 percent, respectively.24 Therefore,
 misclassification errors cause little change to the labor force participation rate.
 Compared with the number of unemployed people, the total number of people who
 are in the labor force is much larger. Hence any corrections due to misclassification
 errors will have a relatively small effect.

 III. Conclusion

 This paper examines misclassification errors in labor force status using CPS data.
 Similar to previous studies, we show that there exist considerable misclassifica
 tions from unemployed to not-in-labor-force and from unemployed to employed.
 The results at least partly reflect the intrinsic difficulties in classifying labor force
 statuses of certain groups of people, such as marginally attached workers (espe
 cially discouraged workers) and part-time workers for economic reasons, into three
 distinct categories. We correct for such errors and show that the official US unem
 ployment rate significantly underestimates the true level of unemployment in the
 United States. For the period from January 1996 to August 2011, our corrected
 unemployment rates are higher than the reported ones by 2.1 percentage points on
 average, with differences ranging from 1 to 4.4 percentage points and always sta
 tistically significant. In addition, our estimates suggest that unemployment might
 be much more sensitive to business cycles than previously thought, as the degree of
 underestimation is larger in magnitude when unemployment rate is higher.
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